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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Data-science-driven development projects are increasingly gaining the attention of small and medium sized enterprises. Since SME are often 
lacking the necessary competencies in data science, cooperation with other companies or universities is required. The efficient handling of data 
is one of the main challenges in joint cross-enterprise development projects. Actual cost driver is the development of data by labeling and 
classifying the data by domain experts, which is very time-consuming and labor-intensive with large amounts of data. Furthermore, clearance 
processes also have a high potential to cause delays before data can be shared with project partners. Moreover, before the actual work can begin, 
it is often necessary to clean up and repair incomplete or noisy data. The concept of Data Administration Shell presented in this paper addresses 
the challenge of structured information sharing and information management in joint cross-enterprise engineering. The Data Administration Shell 
links data sets to information regarding data origin and already performed analyses including their results and program scripts. Adding relations 
and documentation facilitates the reuse of data sets for subsequent projects. For this purpose, the Data Administration Shell adapts the concepts 
serving the information sharing in the research field of manufacturing and Digital Twin. The evaluation of the Data Administration Shell was 
based on time-series measurement data from a production process optimization scenario. Here, the Data Administration Shell manages the data 
sets of time series data and facilitates the joint cross-enterprise engineering of data-driven solutions. 

© 2021 The Authors. Published by Elsevier Ltd.  
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0) 
Peer-review under responsibility of the scientific committee of the 31st CIRP Design Conference 2021 
Keywords: Data Science; Development; Artifact Management 

1. Introduction

Data-driven solutions can increase a company's success by
enabling new or improving existing products and services. 
Utilizing data analysis and machine learning, for example, great 
success is achieved in the fields of computer vision, 
autonomous driving or smart manufacturing [1–5], and 
algorithms developed using data-driven methods enable the 
control of very complex processes. In turn, data-driven 
requirements engineering and data-driven decision making can 
be used to create a feedback loop to the user in order to refine 
products in a customer-oriented manner [6].  

These successes in various application areas ensure that 
according to the empirical study among SME of Bauer et al. [7] 
more and more small and medium-sized enterprises  (SME) are 

considering and preparing the use of data-science-driven 
development. Even though according to [7, 8] SME need longer 
to make use of new possibilities that data analytics offer, the 
survey among practitioners from Svensson et al. in 2019 [9] 
showed accordingly that data is valued differently in companies 
today, but the participants agreed that data will be a very 
significant asset in the future. 

Successful data-driven projects require interdisciplinary 
teams that include business, technical as well as data science 
expertise. According to [7, 8, 10, 11] especially SME often 
cannot cover all fields of competence equally and data science 
projects require cooperation with other companies or 
universities.. This paper presents the Data Administration Shell 
(DAS) concept for information sharing and information 
management concerning data sets that are used in joint cross-
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1. Introduction

Data-driven solutions can increase a company's success by
enabling new or improving existing products and services. 
Utilizing data analysis and machine learning, for example, great 
success is achieved in the fields of computer vision, 
autonomous driving or smart manufacturing [1–5], and 
algorithms developed using data-driven methods enable the 
control of very complex processes. In turn, data-driven 
requirements engineering and data-driven decision making can 
be used to create a feedback loop to the user in order to refine 
products in a customer-oriented manner [6].  

These successes in various application areas ensure that 
according to the empirical study among SME of Bauer et al. [7] 
more and more small and medium-sized enterprises  (SME) are 

considering and preparing the use of data-science-driven 
development. Even though according to [7, 8] SME need longer 
to make use of new possibilities that data analytics offer, the 
survey among practitioners from Svensson et al. in 2019 [9] 
showed accordingly that data is valued differently in companies 
today, but the participants agreed that data will be a very 
significant asset in the future. 

Successful data-driven projects require interdisciplinary 
teams that include business, technical as well as data science 
expertise. According to [7, 8, 10, 11] especially SME often 
cannot cover all fields of competence equally and data science 
projects require cooperation with other companies or 
universities.. This paper presents the Data Administration Shell 
(DAS) concept for information sharing and information 
management concerning data sets that are used in joint cross-
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enterprise data-driven development projects. The by the 
discussed DAS concept addressed problem of data set sharing 
with other companies or universities can help especially SME 
as they are more likely not to be able to cover all the 
competencies required for data-driven development projects 
with their own employees. The DAS concept builds on the 
concept of the Asset Administration Shell, which is well known 
in connection with Industry 4.0 and Digital Twins, and which 
rethinks information sharing in the area of manufacturing. 

The remainder of this paper is structured as follows: 
Section 2 is dedicated to data types, data science process 
models, data management and a discussion of the Asset 
Administration Shell, which represents the theoretical basis for 
the Data Administration Shell (DAS). Section 3 then introduces 
the concept of the DAS. The evaluation of DAS is presented in 
Section 4 and finally a conclusion follows in Section 5. 

2. Basics and Related Work 

Before introducing and discussing the Data Administration 
Shell (DAS) concept, this section first examines what data sets 
in industry look like and what data types occur. Then, data 
science process models are referenced to explain the typical 
workflow of data-driven development projects. This is 
followed by a differentiation of DAS from other frameworks 
for data management. Finally, the Digital Twin paradigm and 
the Asset Administration Shell concept are discussed, which 
have great relevance in the field of information sharing in 
manufacturing and factory automation. 

2.1. Data Types in Industry 

On a basic level data differs, it is either numeric or 
categorical. Numeric data can be subdivided into continuous-
valued, e.g. sensor data like temperature, and discrete-valued 
like the number of production cycles of a machine. Categorical 
data comprises of nominal data, e.g. information on a the origin 
of products that has no inherent ordering, and ordinal data that 
has inherent ordering, e.g. perceived skill level in a task rated 
from novice to advanced. [12–14] 

These basic types of data are typically arranged in some 
form into either structured or unstructured data. The exact 
definition of structured data is up for debate. On the one hand 
you could argue that an image file is structured, because we 
know where each pixel is located and that in total it represents 
an image. [15] However, on the other hand, the actual content 
of the image is hidden to a normal computer program and 
cannot easily be extracted. Therefore, image and text data are 
unstructured. [16] We will follow the latter definition here. 
Hence, image data, which is often used for quality control in 
production environments, is unstructured. Structured time 
series data containing continuous sensor values are widely 
available in production and often used for tasks like predictive 
maintenance [17] and product quality optimization [18], 
because of the many sensors that monitor and enable modern 
manufacturing systems. When data is recorded it needs to be 
organized and contextualized, which can be done using 
nominal data (e.g. sensor id, manufacturing process), discrete 
values (e.g. production cycles, timestamp) and ordinal data 

(noise level). Data Science projects usually analyze static 
subsets of recorded data, while more data is still being recorded 
in the production facility. How these static and dynamic data 
subsets relate to each other is considered another form of data, 
that needs to be managed. Additionally, the data science 
process itself creates more data as well in the form of data 
cleaning scripts, experiments and results. These are mostly 
unstructured data in the form of programming code and 
visualizations scripts.  

This section began by describing types of data, that exist in 
general and the different structural ways it can be organized in. 
It went on diagnosing, that data-science-driven projects in 
production environments typically contain all of the described 
types and different structures. This leads to the inherent 
complexity in the management of the data and the data science 
process itself [19].  

2.2. Data Science Process Models 

A process model helps with planning and the execution of 
projects. For data-driven development projects, the main steps 
are data gathering, data storing, data analysis and data 
evaluation according to [20–24]. These steps are defined in the 
two basic process models for data science projects that are the 
Knowledge Discovery in Databases (KDD, [20]) and the 
Cross-Industry Standard Process for Data Mining (CRISP-DM, 
[21]). All other process models in this field have a comparable 
structure and partially extend CRISP-DM that is in use for more 
than one decade. Extensions became necessary due to new 
developments and concepts like big and massive data, machine 
learning or collaborative working. Newly developed process 
models that further refine KDD and CRISP-DM are Team Data 
Science Process (TDSP, [22]), Analytics Solutions Unified 
Method for Data Mining (ASUM-DM, [23]) and Data Science 
Process Model (DASC-PM, [24]). The emergence of new 
process models shows the high relevance of improving data 
science project planning and manageability. In joint data-
driven development projects, close cooperation reduces 
development efforts in the areas of data understanding and data 
preparation. An exchange of evaluation results in turn helps in 
the conception of new projects, for which application and 
business understanding is required. 

2.3. Frameworks for Data Management 

Data management aims at recording, storing, organizing and 
maintaining data throughout its lifecycle. The core of data 
management frameworks is a database, typically a relational 
database, which stores the data [25]. Functionalities that 
encompass the databases like defining its schema, transforming 
incoming data into the schema, performance monitoring and 
deleting data according to company rules are part of the data 
management as well. Through many, often complex, 
transformation functionalities, it is possible to transform all 
structured data of a company into so-called Data Warehouses 
like SAP Hana, Amazon Redshift and Oracle Exadata 
Machine  [26]. Nevertheless, as discussed in Section 2.1, 
unstructured data is an important part of all available data. 
Typical Data Warehouse systems are not capable of handling 
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these types of data. Hence, the concept of the data lake has been 
created, which is a single place where all data, structured and 
unstructured can be saved, ideally in its raw unprocessed 
form  [25]. Data Lakes can only be hosted as a cloud system 
due to the extremely high memory and scalability demands. 
The information density of a data lake can be very low and 
extracting meaningful insights needs expert knowledge, 
typically a data scientist. Having a dedicated data science and 
cloud department for data management is a hurdle for medium-
sized companies, whose core competence is not in this field and 
an impossibility for small companies [11]. It can thus be 
suggested, that there is a need for solutions that have flexibility 
comparable to a data lake, but usability and structure like a data 
warehouse, especially for small and mid-sized companies. 

2.4. Digital Twin paradigm and Asset Administration Shell  

A Digital Twin is understood as an container for all models 
and data of its physical counterpart that is always in sync with 
the physical world [27, 28]. As analyzed in [27–29], the Digital 
Twin paradigm receives a lot of attention especially in the 
application domain of manufacturing systems.  

The Asset Administration Shell represents an formal, 
standards-based Digital Twin [29] developed by members of 
Platform Industry 4.0 [30]and, from 2021, then further 
developed by members of the new formed Industrial Digital 
Twin Association (IDTA, [31]). The Asset Administration 
Shell is a very flexible concept that is gaining practical 
relevance with the availability of reference implementations 
such as the AASX Package Explorer [32]. One of the current 
main use cases of the Asset Administration Shell is cross-
enterprise information exchange [33]. The definition of 
common semantics for various types of applications is still 
work in progress and is achieved by defining submodels. These 
submodels represent metamodels that define what kind of 
information should be shared and how this information should 
be formatted. For the problem of joint cross-enterprise data 
driven development, the Asset Administration Shell concept is 
promising, but the focus is on managing physical assets rather 
than data sets. The concepts Asset Administration Shell and 
Digital Twin also include the storage and access to data of an 
individual physical asset. To access data, a physical asset is 
selected and there are links that point towards where the needed 

data is stored.  As described in Section 3 and illustrated in 
Figure 1, the Data Administration Shell (DAS) adopts an 
orthogonal approach and is directly coupled with data and 
envelops it with additional information and links to 
development artifacts. It is envisaged that the DAS also stores 
links to physical assets that measured the data. As a result, the 
Data Administration Shell concept can be used without a 
Digital Twin of a particular asset and it can combine data of 
various sources. Therefore, the Data Administration Shell 
complements existing Digital Twins or Asset Administration 
Shells as illustrated in Figure 1. 

3. Data Administration Shell concept 

The Data Administration Shell concept represents a 
lightweight and with open source software realizable solution 
for sharing data sets in joint development projects. It does not 
exclusively address SMEs, but SMEs in particular usually have 
only a rudimentary or no infrastructure for managing data sets 
and at the same time face the major challenge of needing to 
share data with external experts. Sharing data sets with other 
companies or universities is often the only possibility for SME 
to perform data driven development projects as SME often are 
not able to cover all competencies needed for such projects with 
their own employees. [7, 8] 

The core of the Data Administration Shell concept is the 
information model shown in Figure 3. This metamodel defines 
what additional information besides a data set should be shared 
and also kept updated over the entire life-cycle of a certain data 
set. In order to obtain a deployable solution based on the 
information model, the open source software AASX Package 
Explorer [32] shown in Figure 4 was used. It allows the creation 
and management of a DAS for a data set. The realized DAS is 
a single .aasx file that can be easily shared and saved along with 
the data set it manages. Collaboration in data driven 
development projects with a DAS for data management is 
illustrated in Figure 2, work on a data set is documented in its 
DAS. In the following, first the underlying information model 
and then the realization will be discussed. 

 

Figure 1: Asset and Data Administration Shell complement each other 

 

Figure 2: Sharing of a data set together with its Data Administration Shell 
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enterprise data-driven development projects. The by the 
discussed DAS concept addressed problem of data set sharing 
with other companies or universities can help especially SME 
as they are more likely not to be able to cover all the 
competencies required for data-driven development projects 
with their own employees. The DAS concept builds on the 
concept of the Asset Administration Shell, which is well known 
in connection with Industry 4.0 and Digital Twins, and which 
rethinks information sharing in the area of manufacturing. 

The remainder of this paper is structured as follows: 
Section 2 is dedicated to data types, data science process 
models, data management and a discussion of the Asset 
Administration Shell, which represents the theoretical basis for 
the Data Administration Shell (DAS). Section 3 then introduces 
the concept of the DAS. The evaluation of DAS is presented in 
Section 4 and finally a conclusion follows in Section 5. 

2. Basics and Related Work 

Before introducing and discussing the Data Administration 
Shell (DAS) concept, this section first examines what data sets 
in industry look like and what data types occur. Then, data 
science process models are referenced to explain the typical 
workflow of data-driven development projects. This is 
followed by a differentiation of DAS from other frameworks 
for data management. Finally, the Digital Twin paradigm and 
the Asset Administration Shell concept are discussed, which 
have great relevance in the field of information sharing in 
manufacturing and factory automation. 

2.1. Data Types in Industry 

On a basic level data differs, it is either numeric or 
categorical. Numeric data can be subdivided into continuous-
valued, e.g. sensor data like temperature, and discrete-valued 
like the number of production cycles of a machine. Categorical 
data comprises of nominal data, e.g. information on a the origin 
of products that has no inherent ordering, and ordinal data that 
has inherent ordering, e.g. perceived skill level in a task rated 
from novice to advanced. [12–14] 

These basic types of data are typically arranged in some 
form into either structured or unstructured data. The exact 
definition of structured data is up for debate. On the one hand 
you could argue that an image file is structured, because we 
know where each pixel is located and that in total it represents 
an image. [15] However, on the other hand, the actual content 
of the image is hidden to a normal computer program and 
cannot easily be extracted. Therefore, image and text data are 
unstructured. [16] We will follow the latter definition here. 
Hence, image data, which is often used for quality control in 
production environments, is unstructured. Structured time 
series data containing continuous sensor values are widely 
available in production and often used for tasks like predictive 
maintenance [17] and product quality optimization [18], 
because of the many sensors that monitor and enable modern 
manufacturing systems. When data is recorded it needs to be 
organized and contextualized, which can be done using 
nominal data (e.g. sensor id, manufacturing process), discrete 
values (e.g. production cycles, timestamp) and ordinal data 

(noise level). Data Science projects usually analyze static 
subsets of recorded data, while more data is still being recorded 
in the production facility. How these static and dynamic data 
subsets relate to each other is considered another form of data, 
that needs to be managed. Additionally, the data science 
process itself creates more data as well in the form of data 
cleaning scripts, experiments and results. These are mostly 
unstructured data in the form of programming code and 
visualizations scripts.  

This section began by describing types of data, that exist in 
general and the different structural ways it can be organized in. 
It went on diagnosing, that data-science-driven projects in 
production environments typically contain all of the described 
types and different structures. This leads to the inherent 
complexity in the management of the data and the data science 
process itself [19].  

2.2. Data Science Process Models 

A process model helps with planning and the execution of 
projects. For data-driven development projects, the main steps 
are data gathering, data storing, data analysis and data 
evaluation according to [20–24]. These steps are defined in the 
two basic process models for data science projects that are the 
Knowledge Discovery in Databases (KDD, [20]) and the 
Cross-Industry Standard Process for Data Mining (CRISP-DM, 
[21]). All other process models in this field have a comparable 
structure and partially extend CRISP-DM that is in use for more 
than one decade. Extensions became necessary due to new 
developments and concepts like big and massive data, machine 
learning or collaborative working. Newly developed process 
models that further refine KDD and CRISP-DM are Team Data 
Science Process (TDSP, [22]), Analytics Solutions Unified 
Method for Data Mining (ASUM-DM, [23]) and Data Science 
Process Model (DASC-PM, [24]). The emergence of new 
process models shows the high relevance of improving data 
science project planning and manageability. In joint data-
driven development projects, close cooperation reduces 
development efforts in the areas of data understanding and data 
preparation. An exchange of evaluation results in turn helps in 
the conception of new projects, for which application and 
business understanding is required. 

2.3. Frameworks for Data Management 

Data management aims at recording, storing, organizing and 
maintaining data throughout its lifecycle. The core of data 
management frameworks is a database, typically a relational 
database, which stores the data [25]. Functionalities that 
encompass the databases like defining its schema, transforming 
incoming data into the schema, performance monitoring and 
deleting data according to company rules are part of the data 
management as well. Through many, often complex, 
transformation functionalities, it is possible to transform all 
structured data of a company into so-called Data Warehouses 
like SAP Hana, Amazon Redshift and Oracle Exadata 
Machine  [26]. Nevertheless, as discussed in Section 2.1, 
unstructured data is an important part of all available data. 
Typical Data Warehouse systems are not capable of handling 
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these types of data. Hence, the concept of the data lake has been 
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an impossibility for small companies [11]. It can thus be 
suggested, that there is a need for solutions that have flexibility 
comparable to a data lake, but usability and structure like a data 
warehouse, especially for small and mid-sized companies. 

2.4. Digital Twin paradigm and Asset Administration Shell  

A Digital Twin is understood as an container for all models 
and data of its physical counterpart that is always in sync with 
the physical world [27, 28]. As analyzed in [27–29], the Digital 
Twin paradigm receives a lot of attention especially in the 
application domain of manufacturing systems.  

The Asset Administration Shell represents an formal, 
standards-based Digital Twin [29] developed by members of 
Platform Industry 4.0 [30]and, from 2021, then further 
developed by members of the new formed Industrial Digital 
Twin Association (IDTA, [31]). The Asset Administration 
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work in progress and is achieved by defining submodels. These 
submodels represent metamodels that define what kind of 
information should be shared and how this information should 
be formatted. For the problem of joint cross-enterprise data 
driven development, the Asset Administration Shell concept is 
promising, but the focus is on managing physical assets rather 
than data sets. The concepts Asset Administration Shell and 
Digital Twin also include the storage and access to data of an 
individual physical asset. To access data, a physical asset is 
selected and there are links that point towards where the needed 

data is stored.  As described in Section 3 and illustrated in 
Figure 1, the Data Administration Shell (DAS) adopts an 
orthogonal approach and is directly coupled with data and 
envelops it with additional information and links to 
development artifacts. It is envisaged that the DAS also stores 
links to physical assets that measured the data. As a result, the 
Data Administration Shell concept can be used without a 
Digital Twin of a particular asset and it can combine data of 
various sources. Therefore, the Data Administration Shell 
complements existing Digital Twins or Asset Administration 
Shells as illustrated in Figure 1. 

3. Data Administration Shell concept 

The Data Administration Shell concept represents a 
lightweight and with open source software realizable solution 
for sharing data sets in joint development projects. It does not 
exclusively address SMEs, but SMEs in particular usually have 
only a rudimentary or no infrastructure for managing data sets 
and at the same time face the major challenge of needing to 
share data with external experts. Sharing data sets with other 
companies or universities is often the only possibility for SME 
to perform data driven development projects as SME often are 
not able to cover all competencies needed for such projects with 
their own employees. [7, 8] 

The core of the Data Administration Shell concept is the 
information model shown in Figure 3. This metamodel defines 
what additional information besides a data set should be shared 
and also kept updated over the entire life-cycle of a certain data 
set. In order to obtain a deployable solution based on the 
information model, the open source software AASX Package 
Explorer [32] shown in Figure 4 was used. It allows the creation 
and management of a DAS for a data set. The realized DAS is 
a single .aasx file that can be easily shared and saved along with 
the data set it manages. Collaboration in data driven 
development projects with a DAS for data management is 
illustrated in Figure 2, work on a data set is documented in its 
DAS. In the following, first the underlying information model 
and then the realization will be discussed. 

 

Figure 1: Asset and Data Administration Shell complement each other 

 

Figure 2: Sharing of a data set together with its Data Administration Shell 
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Data is precious and contains various causal relationships to 
other data. Therefore, data can be used in different projects and 
the Data Administration Shell (DAS) facilitates the reuse of 
already cleaned and labeled data sets. The DAS manages data 
over its individual lifecycle, from generation to project 
deployment to final deletion. The DAS serves as kind of a 
central guidepost to data and developmental artifacts. As 
shown in Figure 1, the DAS focuses on data and links to 
physical assets if necessary and is related but orthogonal to the 
concepts of Digital Twin and Asset Administration Shell. The 
machines that generated the data are also important, but 
retrieving data via the respective machine is cumbersome, 
especially with compound data sets. It is advantageous to 
manage data sets directly and, as part of the information stored 
for a data set, to link back to the machine that generated the 
data. The core of the DAS concept is the information model 
shown in Figure 3. It illustrates which meta-information should 
be stored for the management of data sets. For any data set, a 
contact person is linked and a general description of the data is 
given. If available, any kind of visualizations of the data set can 
also be linked to using the Data Administration Shell to allow 
for faster familiarization of project members with a data set. 
Furthermore, the DAS concept is not limited in this respect, but 
the authors recommend a project-related use. Data that is to be 
used for a specific project is managed in one or more DAS. For 
example, in Section 4, any projects using the data sets described 
in Section 4 would be logged by the DAS of the data set as part 
of a “Data Usage” description. 

Clearance of data sets is another issue in joint cross-
company data set sharing, which is not addressed by Digital 
Twin concepts or data management frameworks. For SME, 
data-driven development projects often require the cooperation 
with external experts as small and medium-sized companies 
have access to technical and application experts but lack 
competences in data analytics and data science [7, 8, 11].. Very 
early in cross-enterprise data driven projects the question 
"Which data can be given to project partners under which 
conditions" arises. To support here, the DAS stores not only 
development artifacts but also clearance information and thus 
facilitates the identification of suitable data sets that may be 
shared with project partners.  

The essential part of the DAS concept is the definition of 
subsets to facilitate the work with data sets that are composed 
of many sub-data sets. As discussed in Section 2.4, Digital 
Twins are well suited for managing all data of a specific 
individual physical asset. Working with composed data sets is 
cumbersome as many Digital Twins and their respective 
interfaces come into play. For example, the "Smart Building" 
data set selected for evaluation purposes and discussed in 
Section 4 contains time series of temperature and power 
consumption curves, each of which is created as a separate 
subset with corresponding names and contact persons. For each 
subset, data properties and information on how the data was 
generated are also linked. Sharing a composed data set using a 
DAS is easier than sharing interface information of various 
Digital Twins, both from a technical as well as from a clearance 
and authorization perspective. 

DAS can manage both sealed data sets and continuously 
growing data streams. Since raw data often needs to be cleaned 

up first or other transformations are necessary when dealing 
with data, each subset can refer to a parent and child subset. In 
the selected example, links between data subsets 
“OutdoorTemperature_1mHz_raw” and “OutdoorTemperature 
_1Hz_OutliersDeleted” can thus be mapped in the DAS. 

As outlined in Section 2.3, there is a need for solutions that 
have flexibility comparable to a data lake, but usability and 
structure like a data warehouse. Large-scale commercial data 
warehouses can also achieve the objectives addressed by the 
DAS but lack flexibility. The DAS represents an easy to 
implement concept that facilitates the entry into the world of 
data-science-driven development. Especially for the first data-
science-driven projects it is often not yet worthwhile to use 
commercial frameworks. With the experience gained in the 
first data science projects, a suitable framework can then be 
selected more specifically. The Data Administration Shell is 
therefore a bridging technology and a free, easy to use 
alternative. For implementation and evaluation, the publicly 
available tool “AASX Package Explorer” [32] is used as 
discussed in the next section. 

 

Figure 3: Information model of Data Administration Shell (DAS) 
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4. Evaluation of Data Administration Shell 

To evaluate the Data Administration Shell (DAS) concept, 
the information model illustrated in Figure 3 was implemented 
utilizing the tool “AASX Package Explorer” [32], which is 
open source and licensed under Apache License 2.0 [34]. This 
tool is intended for the implementation of the in Section 2.4 
described Asset Administration Shells. Basically, it is an XML 
file explorer that can be used for many purposes, including the 
realization of the Data Administration Shell. 

For evaluation, a DAS was used to manage data sets as part 
of an analysis of the influence of temperature changes on the 
production process of a small company. The project partners 
lack expertise in the field of data science and therefore 
cooperate with universities. To keep track of which data can be 
shared, there is a lack of infrastructure to manage the data sets. 

This is where the DAS comes in, acting as a guidepost 
between data sets and development artifacts. For each data set, 
a DAS is created in which contact persons and clearance levels 
are linked. Descriptive keywords are stored for each data set to 
ensure later browsability of the company's data sets. In 
addition, it is recorded which project partners have already 
worked with a data set and who has authorized the release of 
the data and for what purpose. Since the data sets themselves 
often consist of many values recorded in parallel from different 
sensors, the actual content of such composite data sets is 
described via several subsets. For each subset, the individual 
sensor that generated the data is documented. As tampered 
data, where some measured values are missing, is often not 
suitable for data analytics or machine learning applications, the 
project partners needed to clean the data sets first, for example 
by adding average values for each mission value. In order to 
make it comprehensible what the original data are and with 
which methods they were cleaned, subsets can be linked to each 
other via parent (original) - child (derived subset) relationships. 
The DAS of a data set thus corresponds to a kind of logbook of 
a data set in which it is entered who did what and why.  

Figure 4 shows a screenshot of a realized DAS of the “Smart 
Building” data set. The data set is publicly available from [35] 
and resembles the data sets managed by the project partners as 

it also holds weather, temperature and energy consumption 
data. Figure 4 shows the graphical user interface of the tool 
“AASX Package Explorer” that is used to realize the DAS of 
the “Smart Building” data set. The AASX Package Explorer 
graphical user interface shows the tree structure of the DAS 
information model in the center and on the right-hand side, 
information about the selected entry is shown. It is possible to 
link to websites, databases or local files. Furthermore, 
descriptions can be stored in different languages. 

The DAS can be seen as a digital logbook for data. It stores 
general information about a data set. If the data set holds 
various kinds of data, the concept of subsets is used. In 
Figure 4, the data set “Smart Building” holds data about the 
outdoor temperature and power used by the fridge, both 
temperature and power used are managed as subsets. 
“OutdoorTemperature_1mHz_raw” also needed to be cleaned 
and there is a parent-child relationship with 
“OutdoorTemperature_1Hz_OutliersDeleted”. The cleaning 
process consisted of replacing outliers with a value generated 
by averaging the neighboring values. When sharing the specific 
data set with other partners, they can also use the cleaned data 
as well as check whether the procedure used for data cleaning 
is suitable for their application purpose. If for example 
averaging is not suitable for a specific application, the parent-
child relationship between raw and cleaned data clearly 
identifies the original data. 

If a data set is reused in other projects, existing DAS should 
be reused if possible as well. This increases the benefits of a 
DAS infrastructure. When using a DAS, three application 
phases can be distinguished. Before a new data-science-driven 
project starts, existing Data Administration Shells are used to 
search for reusable data sets that could be used in the course of 
a project. Next, at the beginning of a project, new data sets are 
created or existing data sets are extended and accordingly 
existing DAS are used or new DAS are created to track and link 
any changes. During and at the end of a project, scripts for 
visualization and transformation are linked in DAS and 
application knowledge is added to facilitate reuse of data sets. 
Reusing data sets helps to reduce data labeling effort, which 
requires domain expertise and is very labor-intensive. 

 

Figure 4: Screenshot of the Data Administration Shell of the “Smart Building” data set realized with the tool AASX Package Explorer 



	 Andreas Löcklin  et al. / Procedia CIRP 100 (2021) 115–120� 119
4 Author name / Procedia CIRP 00 (2019) 000–000 

Data is precious and contains various causal relationships to 
other data. Therefore, data can be used in different projects and 
the Data Administration Shell (DAS) facilitates the reuse of 
already cleaned and labeled data sets. The DAS manages data 
over its individual lifecycle, from generation to project 
deployment to final deletion. The DAS serves as kind of a 
central guidepost to data and developmental artifacts. As 
shown in Figure 1, the DAS focuses on data and links to 
physical assets if necessary and is related but orthogonal to the 
concepts of Digital Twin and Asset Administration Shell. The 
machines that generated the data are also important, but 
retrieving data via the respective machine is cumbersome, 
especially with compound data sets. It is advantageous to 
manage data sets directly and, as part of the information stored 
for a data set, to link back to the machine that generated the 
data. The core of the DAS concept is the information model 
shown in Figure 3. It illustrates which meta-information should 
be stored for the management of data sets. For any data set, a 
contact person is linked and a general description of the data is 
given. If available, any kind of visualizations of the data set can 
also be linked to using the Data Administration Shell to allow 
for faster familiarization of project members with a data set. 
Furthermore, the DAS concept is not limited in this respect, but 
the authors recommend a project-related use. Data that is to be 
used for a specific project is managed in one or more DAS. For 
example, in Section 4, any projects using the data sets described 
in Section 4 would be logged by the DAS of the data set as part 
of a “Data Usage” description. 

Clearance of data sets is another issue in joint cross-
company data set sharing, which is not addressed by Digital 
Twin concepts or data management frameworks. For SME, 
data-driven development projects often require the cooperation 
with external experts as small and medium-sized companies 
have access to technical and application experts but lack 
competences in data analytics and data science [7, 8, 11].. Very 
early in cross-enterprise data driven projects the question 
"Which data can be given to project partners under which 
conditions" arises. To support here, the DAS stores not only 
development artifacts but also clearance information and thus 
facilitates the identification of suitable data sets that may be 
shared with project partners.  

The essential part of the DAS concept is the definition of 
subsets to facilitate the work with data sets that are composed 
of many sub-data sets. As discussed in Section 2.4, Digital 
Twins are well suited for managing all data of a specific 
individual physical asset. Working with composed data sets is 
cumbersome as many Digital Twins and their respective 
interfaces come into play. For example, the "Smart Building" 
data set selected for evaluation purposes and discussed in 
Section 4 contains time series of temperature and power 
consumption curves, each of which is created as a separate 
subset with corresponding names and contact persons. For each 
subset, data properties and information on how the data was 
generated are also linked. Sharing a composed data set using a 
DAS is easier than sharing interface information of various 
Digital Twins, both from a technical as well as from a clearance 
and authorization perspective. 

DAS can manage both sealed data sets and continuously 
growing data streams. Since raw data often needs to be cleaned 

up first or other transformations are necessary when dealing 
with data, each subset can refer to a parent and child subset. In 
the selected example, links between data subsets 
“OutdoorTemperature_1mHz_raw” and “OutdoorTemperature 
_1Hz_OutliersDeleted” can thus be mapped in the DAS. 

As outlined in Section 2.3, there is a need for solutions that 
have flexibility comparable to a data lake, but usability and 
structure like a data warehouse. Large-scale commercial data 
warehouses can also achieve the objectives addressed by the 
DAS but lack flexibility. The DAS represents an easy to 
implement concept that facilitates the entry into the world of 
data-science-driven development. Especially for the first data-
science-driven projects it is often not yet worthwhile to use 
commercial frameworks. With the experience gained in the 
first data science projects, a suitable framework can then be 
selected more specifically. The Data Administration Shell is 
therefore a bridging technology and a free, easy to use 
alternative. For implementation and evaluation, the publicly 
available tool “AASX Package Explorer” [32] is used as 
discussed in the next section. 
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utilizing the tool “AASX Package Explorer” [32], which is 
open source and licensed under Apache License 2.0 [34]. This 
tool is intended for the implementation of the in Section 2.4 
described Asset Administration Shells. Basically, it is an XML 
file explorer that can be used for many purposes, including the 
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cooperate with universities. To keep track of which data can be 
shared, there is a lack of infrastructure to manage the data sets. 

This is where the DAS comes in, acting as a guidepost 
between data sets and development artifacts. For each data set, 
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ensure later browsability of the company's data sets. In 
addition, it is recorded which project partners have already 
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data, where some measured values are missing, is often not 
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by adding average values for each mission value. In order to 
make it comprehensible what the original data are and with 
which methods they were cleaned, subsets can be linked to each 
other via parent (original) - child (derived subset) relationships. 
The DAS of a data set thus corresponds to a kind of logbook of 
a data set in which it is entered who did what and why.  

Figure 4 shows a screenshot of a realized DAS of the “Smart 
Building” data set. The data set is publicly available from [35] 
and resembles the data sets managed by the project partners as 

it also holds weather, temperature and energy consumption 
data. Figure 4 shows the graphical user interface of the tool 
“AASX Package Explorer” that is used to realize the DAS of 
the “Smart Building” data set. The AASX Package Explorer 
graphical user interface shows the tree structure of the DAS 
information model in the center and on the right-hand side, 
information about the selected entry is shown. It is possible to 
link to websites, databases or local files. Furthermore, 
descriptions can be stored in different languages. 

The DAS can be seen as a digital logbook for data. It stores 
general information about a data set. If the data set holds 
various kinds of data, the concept of subsets is used. In 
Figure 4, the data set “Smart Building” holds data about the 
outdoor temperature and power used by the fridge, both 
temperature and power used are managed as subsets. 
“OutdoorTemperature_1mHz_raw” also needed to be cleaned 
and there is a parent-child relationship with 
“OutdoorTemperature_1Hz_OutliersDeleted”. The cleaning 
process consisted of replacing outliers with a value generated 
by averaging the neighboring values. When sharing the specific 
data set with other partners, they can also use the cleaned data 
as well as check whether the procedure used for data cleaning 
is suitable for their application purpose. If for example 
averaging is not suitable for a specific application, the parent-
child relationship between raw and cleaned data clearly 
identifies the original data. 

If a data set is reused in other projects, existing DAS should 
be reused if possible as well. This increases the benefits of a 
DAS infrastructure. When using a DAS, three application 
phases can be distinguished. Before a new data-science-driven 
project starts, existing Data Administration Shells are used to 
search for reusable data sets that could be used in the course of 
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created or existing data sets are extended and accordingly 
existing DAS are used or new DAS are created to track and link 
any changes. During and at the end of a project, scripts for 
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4. Conclusion 

Small and medium-sized enterprises are increasingly 
interested in the data-driven improvement of their products and 
services. To carry out data-driven development projects, SMEs 
often rely on cooperation with external data science specialists 
from other companies or universities. In such joint cross-
enterprise development projects, SMEs provide data sets to 
their partners. A major challenge here is the efficient 
management of data sets. In the process, the same questions 
arise repeatedly: Which data can be shared, which 
investigations have already been carried out on the basis of 
which data, how has the data been prepared - for this important 
information, that goes beyond data storage in the cloud or on 
hard drives, there is a lack of tool support. The Data 
Administration Shell concept presented in this paper serves as 
a kind of logbook for working with data sets and is a guidepost 
between data sets and development artifacts and can be easily 
realized using open source software. Thus, the Data 
Administration Shell supports efficient data sharing in cross-
enterprise projects. The improved management of data sets 
increases their retrievability and reusability. By using the Data 
Administration Shell, costs can be saved because data does not 
have to be constantly re-recorded, released and prepared for use 
in data analysis or machine learning projects. Instead 
companies can more easily access well-documented data that 
has been used in previous projects. 
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